
-A122 878 VLSI ARRAY PROCESSOR FOR SIGNAL PROCESSING(U) i/i
UNIVERSITY OF SOUTHERN CALIFORNIA LOS ANGELES DEPT OF
ELECTRICAL ENGINEERING S KUNG 16 NOV 82 1

UNCLASSIFIED N8O814-88-C-8457 F/G 17/2, NL

mlmmmmmmmmmmIIE



13.2

IIMICROCOPY RESOLUTION TEST CHART

I ISAICU* W3mtE OF STAiOAM-I63-A



O7,
0o

-~ VLSI ARRAY PRQSRFOR SionA ?RDQSSING

~UIwLYT CFr swum CALflNOA

9= MNAL WCPW

OMTrACr NO.: N00014 - 60 - C - 01457

CWTFI OF XMVAL RISEARCH

Covering Research Activity During tbe period

1 ftUsi 1980 thiough 31 Horeb 1982

P*Incipal Investigator
Depar tin of Electrical Engineering - System

I" hnple. Calffmni 0089 0272p DTIC
DEC 6 1982

~Appio-wed i~ -iL
1  

.. .S LCr
Distribution~ Unihited



7INAL REPORT

CONTRACT NO. N00014 - 80 C 0457

VLSI ARRAY PROCESSOR FOR SIGNAL PROCESSING

Sponsored By

OFFICE OF NAVAL RESEARCH

Sun-Yuan lung
Principal Investigator

University of Southern California
Department of Electrical Engineering - Systems

Los Angeles, California 90089 - 0272
(213) 743-7281

Covering Research Activity During the Period

1 April 1980 through 31 March 1982

aooession For

NTIS GMAI TIX
DIIC TAN
Unannounced 0
fustIf oatio

Distribution/

Availability Codes

-Dist Special



wsi TwS_ T
UNCLASSIFIED

S1KC001TY CLASSIFICATION OF THIS PACE Do 3.. atrom _______________

REPORT DOCUMENTATION PAGE SIERE COPLE7P. G FORM

1_ _I.mg UPN UBRGV ACCESSION. No: I.NgwpIuS CATALOG D.-MO

A. TITLE (el.ESMWI#.) S. Type o & P-;Oj COVE

Final ReportVLI Array Processor for Signal ProcesingI April 1980 - 31 Harch 1982

S. PERFORMING OK$. ILPOsAT NUgIbF1R

Sun-Yuan lung N00014 - 80 -C - 0457

1. PERFORMING ORGANIZATION NAMIE 4ND ADDRESS 10. PROGRAM aLLOW. SIJECT. !$%So(

University of Southern California AREA WORK UNIT WUI.L S

Department of Electrical Engineering - Systems
Los Angeles, California 90089-0272

II. CONTROLLING OFFICE NAME AlsO ADDRES It. REPORT DATE
Office of Naval Research Nov. 16, 1982
1030 E. Green Street 13. MUNeR OF PAGLS

23
1 M4. MONITORING AGENCY NAME & ADDRaESS(Of Uorel.an Inm Cmntollng Offire) IS. IECURITY CLASS. .91 VAIe reero)

UNCLASSIFIED

ISC. OL S £15FICATION/ DOOIGRADIN:SCM EDU: E

Is. DISTRISIITION STATEMENT (of SiaS R o")

Approved for release; distribution unlimited.

17. DIST IIUTION STATEMAEhT (i the miktrace entrogdin Block 20. f iiffllt hum Report)

II. SUPOLCENENANY NOTES

It. KEY WORDS (Cmehawe an ilee ai* li nerelor an Idsmolp Wy bloked numb~e)

1hie report describes the research activities performed by t eUn vrsity

of Southern California for the period I April 1980 to 31 March 1982 er the
Contract No. I. N00014 - 80- C - 0457 with the Office of Naval Rese rch.-e re-
search activities have focussed on the VLSI array processor for signal proces-
sing theory and algoritms and the development of parallel computing architec-

A solution In today's VLSI research challenge 1lies In a cross-disciplinary

research encompassing the areas of mathematics, algoritms, computers, and ap-

D0 W ? 43 EDITiON or I wov 4& i ossoLaTe -7LSSFE

S'N 062. ~. Old '401SECUIT CLASSIICATION Of TMIS PAG a N .-



F M C rN T CLAM hPICA" O r I Tells EO Ish. sw e w re

Ilik!1catioms. To this sat, this report ummar ises two parallel major researchI tasks; (1) SIpal processiUg algoritm and theory and (2) Parallel coupu-

tint structrsI

89CRIT CLASSIPICATbOgg OF VYU18 VXA66tW. I* E...



This report describes the research activities performed by the

University of Southern California for the period 1 April 1980 to 31 March

1982 under the Contract No.: N00014 - 80 - C - 0457 with the Office of

Naval Research. The research activities have focussed on the VLSI array

processor for signal processing theory and algorithms and the development

of parallel computing architectures.

A solution in today' s VLSI research challenge lies In a

cross-disciplinary research encompassing the areas of mathematics,

algorithms, computers, and applications. To this end, this report

summarzes two parallel major research tasks: (1) Signal processing

algorithm and theory and (2) parallel computing structures.

* * I7



IWIRODUCTION

~: ~ With the rapidly growing microelectronics technology leading the way,

modern signal processing Is undergoing a major revolution. The

availability of Im cost, fast VLSI devices promises the practice of

Increasingly complez and sophisticated algorithms and systems. Nowevsr, In

conjunction with such promise, there Is accompanied a aem challenge of how

to update the signal processing techniques so as to effectively utilize the

large-scale computation capability. The answer to this challenge lies in a

cross-disciplinary research encompassing the areas of mathematics,

algorithms, computers and applications. To this end, two parallel major

*research, tasks have been undertaken In the OUR research, group:

(1) Signal processing algorithm and theory - emphasizing spectral

analysis and its applications;

(2) Parallel computing structures - utilizing VLSI potential for
* high-speed signal processing.

In the area of signal processing theory and algorithms, significant

work has been made on the following topics with special emphasis on high

resolution spectral estimation: adaptive notch filtering; HMD, AlMA, and IL

* spectral estimation In l-D and 2-D; and Toeplitz approximation. Parallel

* Implementation of the"e algorithms has been a major consideration In their

development.

Is the complimentary area of parallel computing structures, both

dedicated adflexible architectures have been developed for signal

proessing task* ad applications. Works In progress Include: Toeplitz

system aolver using pipe lined Levinson and Implementat ion and programmable
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wavefrot array processor and data flow language for VLSI signal processing

algorithms, systolic arrays for real-tine signal processing applications in

spectrum analysis and direction finding and systolic architectures for

ladder forms and parallel Kalman filters.

A brief sumary of the technical work, grouped in terms of research is

described in the following sections.

. Signal Processing Algorithm and Theory

As to the first research front, it hinges upon a thorough, in-depth

understanding of mathematics and algorithm analysis. In addition to the

classical mathematical techniques such as Fourier transform, linear dynamic

systems, random process, etc., there arises a new signal processing

*! asthematics branch which can be grossly termed as modern spectral analysis.

q- Ixplicitly or not, a large class of signal processing applications have had

extensive use of this analysis as a technical basis. Therefore, our

research effort aims at developing a theoretical and algorithmic basis for

modern spectral analysis methods and signal processing applications.

Adaptive Notch Filtering

Using a steady state frequency domain approach, a new method has been

developed for the retrieval of sinusoids/narrowband signals in additive

noise colored or white. The method suggested has been shown to require

smaller filter length to produce unbiased estimates, compared to the

existing autoregressive smthod. For its implementation, a pole-zero filter

uare the feedback and feedforward coefficients are related (constrained

hAlA), has been developed. A study of the performance and implementational

.- ' ., - - - - . - - . - , - - " - . . - .- '" " , .
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&spects of the filter have been undertaken. The details of this newly

developed are discused In the full report. For a stable implementation,

jparallel and cascade forms have been shown to be useful. A parallel

processing scheme developed shows great promise.

Spectral Estimation

Our recent research has been concerned with developing systematic

methods for 2-D spectral estimation from raw data using random field

models. We assume that the given finite data is represented by an

appropriate Gaussian Markov random field (MRF) model.

By using specific finite toroidal lattice representations and Gaussian

maximum likelihood estimates we have developed new 2-D spectral estimates.

It turns out that the NRF spectrum is also the msaximum likelihood spectrum

arising in frequency-wave number analysis. Furthermore, the sample

correlation values of the given observations in an array N are in perfect

agreement with the estiamted theoretical correlations in N obtained by

Fourier inverting the NiF spectrum. Thus the M3F spectrum developed by us

converges to the 2-D maximum entropy spectral estimate asymptotically.

Currently we have begun Investigations on parallel implementation of the

algorithms for 2-D spectral estimation.

, -..
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Relationship Between Several Popular Methods for Spectral 2stimation and
Array Processins

It may see too ambitious to compare all currently popular

hIgh-resolution spectral estimation methods. For example, while meximum

entropy method related to autoregressive modeling is receiving a tremendous

popularity, it may suffer from bias and resolution problems when additive

noise is non-negligible. On the other hand, Pisarenko's method based on

sinusoldal modeling enjoys relatively better performance in the presence of

noise but in general suffers from mmerical sensitivity problems. fowever,

from a difference perspective, Pisarenko's method can be viewed as an

extension of the MR method with the removal of the noise contribution.

Therefore, an attempt is being made at developing a unified framework for

the spectral analysis techniques. Moreover, the unification attempt is

being extended to the counterpart of spectral analysis in array processing

application. Though the covarlance matrix will no longer have a Toeplitz

structure and the phasing vectors are sore complex in array processing

situations, we are convinced that the general principles remain largely

applicable. We are currently looking into theoretical and computational

relevances between several modern array processing and spectrum estimation

methods.

Toeplirz Approximation Method

Recently, the study on approximation teory and its applications has

received considerable attention. In our work, a narrowband/sinusoidal

signal retrieval problem is formulated in terms of approximation of

Toeplits autocovariance matrix. A Toeplitz approximation method based on

singular value decomposition is proposed and simulation results indicate

..
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aim awapovmemt over aim prevously proposed methods.

Parallel Alra.it for I . s s ad mtlygi.

Our rent research at Imse Proeossing Institute at WBC has been

eocerned with parallel algorithms for looe processing and image analysis.

Net of the effort has been concerned with parallel implementation of

n statiomry adaptive image restoration. Recursive and non-recursive

Implentation of locally adaptive restoration has been studied. These

technIques estimate the local nonstationary mean and variance of Ideal

scees from degraded data. Most blurring degradations are also highly

/ local, so that local parallel processing combined with the nonstationary

image model data can be used to minimise local mean-square error (lMM) in a

parallel fashion. We have shown that local HSE is not a bad error

criterion for Image processing, as opposed to the usual global MR taken

over the entire scene. Global WE3 often does not correlate well with human

observer judgments of Image quality.

We have looked at the application of these techniques to systems with

coherent speckle noises such as synthetic aperture (SAR) Imagery, coherent

sonar mad acoustic iasing. Both recursive (Kalman-like) and local

fetiuaed parallel Implementations are being studied in detail.

In addition, we bave began investigations on parallel feature

estraction for texture identification end texture segmentation.

A Parallel Algorithm for SolvIng ToeplIts Syet=

We have developed a parallel algorith for solving a Toeplit system

f ... .......... ...... ............



TX a y where T is a Toeplitz matrix, i.e.,

.T] - ti.j - tk, -H < k < N. In eneral, solving an N by

N linear systems takes 0(N**3) steps of operations. In contrast, the

Levinson algorithm effectively utilizes the Toeplitz structure to reduce

the overall computation to 0(N**2) operations. The Levinson procedure,

however, has to call upon an inner product operation to compute the vital

reflection coefficients. In order to achieve full parallelism, we have to

further ezploit the Toeplitz structure. For this purpose, we have proposed

a new, pipelined version of the Levinson algorithm which allows the

reflection coefficients to be computed in a pipelined fashion. This avoids

the need of the inner product operations, and the total computing time is

*i therefore reduced to ON).

Toeplitz Eigenvalue Computation

This research task deals with the parallel computation of the minimum

elgevalue of a Toeplitz matrix. The minuimu eigenvalue has an important

interpretation as the power of additive, white noise to be determined in

noisy statistical environment. In many high resolution spectrum analysis

problems, the estimation and removal of such noise contribution is

essential for unbiased estimates. Out objective is again to derive

an 0(N) Computation algorithm to estimate the minimum eigenvalue of a

given Toeplitz covariance matrix. This goal can be accompanied by adopting

the pipelined Toeplitz computing structure discussed earlier and a careful

utilization of a relationship between the minimum elgenvalue and the

radiuses 9 that arise in the Levinson algorithm. Based on this

relationship, a fast iterative procedure is developed to successively

4. -



estimate the minimum eigenvalue. Based on simulation results for such an

application, sme improvements are observed in both the computing speed as

well as accuracy of estimates. Although much more computational complexity

analysis is yet to be demonstrated, we are convinced that this approach

will have a major in future applications of high speed, high resolution

spectrum estimation problems.

Application of SVD to Signal Processing

It is well known that SVD can be used in many signal processing

applications. Therefore parallel (real-time) implementation has been an

important research focus. Some partial results are offered in the report.

The most noteworthy result is the significant numerical Improvement

of 60bd in terms of dynamic'range obtained in the computation of

eigenvalue of R - A A via SVD of A. This approach is being extended to

generalized eigensystem computation.

Parallel Algorithms for Seismic Signal Processing

Parallel Processing techniques for generating synthetic seismograms

and for the computation of the output of a horizontally stratified,

non-absorptive medium propagating plane waves vertically; have been

studied.

Highly Parallel Computing Structures

The aforementioned research effort on signal processing algorithm and

theory, equipped with parallel algorithms, and adaptive on-line processing

techniques, will serve as a useful cornerstone for real-time high



performance signal prO .ssling area. Novever the real major thrust for

high-speed signal processing lies in effective utilization of the enormous

K " computation capability provided by the VLSI circuits. Therefore, our

research task als to bring the revolutionary VLSI device technology to an

effective signal processing applicatiou.

Pipellned Toeplitz System Solver J I

* This new parallel algoritm for solving Toeplitz system can be

~ Implemented for parallel computation with full compliance with the VLSI

communication constraint. Specifically, a pipalined processor architecture

with O(N) processors is developed which uses only localized

*i Interconnections and still retains the muximum parallelism attainable.

We believe that the proposed pipelined Toeplitz system solver [ Is

perhaps the most efficient, fast, and practical (in VLSI sense) design

available for solving Toeplitz systems. Moreover, the design methodology

demonstrated in this work should also help answer some fundamental problems

faced in designing of VLSI parallel processor architectures.

Wavefront Array Processor

The traditional design of parallel computers and languages is not very

suitable for the design of VLSI array processors for signal processing.

VLSI imposes the restrictions of local data-dependence and recursivity on

the algorithms that can be handled by such an array processor. Such

algorithms can be viewed as a sequence of waves (of data and computational

activity). This naturally leads to a wavefront based programmable

computing network, which we call the Wavefront Array Processor (VAP).



Our contribution binges upon the development of a vavefront-based

language and architecture for a programmable special purpose multiprocessor

. :array. Based on the notion of computational wavefront. the hardware of the

processor array is designed to provide a computing sedium that preserves

the key properties of the wavefront. In conjunction. a avefront language

(OnDF) is introduced that drastically reduces the complaity of the

description of parallel algorithms and simulates the vavefront propagation

across the computing network. Together, the hardware and the language lead

to a programmable Wavefront Array Processor (VAP). The WAP blends the

advantages of the dedicated systolic array and the general purpose

Data-Flow machine and provides a powerful tool for the high speed execution

of a large class of matrix operations and related algorithms which have

widespread applications.

. o o .,- .° . °. . . . ,o .o , • o- ° ° -o, , - . .- .. . . . . .. - -.. . . . . o o. .
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Suary and List of Publications

1 PARALLE , OOU I SR W O ES (B.TY.LK T .Nu, R.Gal-eser, K.8.Arun

.D... Ba.)

With the rapidly growing microelectronics technology leading the way,

modern signal processor architectures are undergoing a major revolution.

7he availability of low cost, fast VLSI (Very Large Scale Integration)

devices promises the practice of cost-effective, high speed, parallel

processing of large volume of data. This makes possible ultra high

throughput-rate and therefore, designates a major technological

breakthrough for real-time signal processing applications. On the other

hand, it has become more critical than ever to gain a fundamental

understanding of the algorithm structure, architecture, and

implementation constraints in order to realize the full potential of

rLSI computing power. In our work, the two most critical issues

- parallel computing algoritbu and VLSI architectural constraint will be

considered:

1. To structure the algorithm to achieve the maximum perallelim
and, therefore, the maximau throughput-rate.

2. To cope with the communication constraint so as to compromise
least in processing throughput-rate.

1.1 A highly conourrent Toeplits sytem solver [r5-6]

Based on the above considerations, we have developed a highly

concurrent Toeplits system solver, featuring maximum parallelism and

localized comunication.

Toeplits systems arise in numerous, wide-spread applications ranging

from speech, Image, neurophysics, to radar, sonar, geophysics, and

astronomical signal processing Our contribution lies in the

• -.--.
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develop ent of a highly concurrent algorith and pipelined architecture

which is able to solve a Toeplitz system in O(N) process.Ig tine in an

array proecssor, as opposed to O(N*e 3 ) for general (sequential) Gauss

elimination procedure or O(see2) for (sequential) Levinson algorithm.

Fbr parallel consideration, we note that the Levinson procedure has

to call upon an inner product operation to copute the vital "reflection

coeffecients". Wen when N processors is utilized, an inner product

operation will need at lea4;z logN units of time. This will mount to a

total of 0( NlogN ) units of computing time for the entire Levinson

procedure. This is of course unsatisfactory since the processors are not

effectively utilized.

In order to achieve full perallelim, we have to further exploit the

Toeplitz structure. 7br this purpose, we have proposed a nov, pipelined

version of the Levinson algorith which allow the reflection

coefficients to be computed in a pipelined fashion. This avoids the need

of the inner product operations, and the total computing time is

therefore reduced to O(N).

This new algorithm can be implmented in full compliance with the

VLSI comunication constraint. More precisely, a pipelined processor

architecture is developed which uses only localized interconnections and

still retains the maxmu parallelim attainable.

In sumary, we believe that the proposed pipelined Toplitt system

solver is perhaps the most efficient, fast, and practical (in VLSI

sense) design available for solving Teplits systems. Moreover, the

2
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design metbodology damostrated in this work sbould also help eanser

song fundmental problems faced in designing of VLSI parallel processor

architectures.

1.2 1 ylits Agonvelue Omputation [361

this research task deals with the parallel cmputation of the minimum

oigenvalue of a Tosplits matrix. the minimum oIgenvlue has an

important interpretation as the power of additive, white noise to be

determined in a noisy statistical environment. In many high resolution

spectrum analysis problems, the estimation and removal of such noise

contribution is essential for unbiased estimates. Our objective is

again to derive an O(N) computation algorita to estimate the minimum

osagnvalue of a given Toplits covariance matrix. This goal can be

accomplished by adopting the pipelinod Teplits computing structure

discussed earlier and a careful utilization of a relationship between

the minimum sigenvalue and the red isues Z that arise in

the Levinson algorithn. Based on this relationship, a fast Iterative

procedure is developed to successively estimate the minimum eigenvalue.

Based on simulation results for such an application, some Improvements

are observed in both the computing speed as well as accuracy of

estimates. Athough much more computational complezity analysis Is yet

to be demonstrated, we are convinced that this approach will have a

major In future applications of high speed, high resolution spectrum

estimation problems.

,".--:
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1.3 . averont ry roeor
Vi> The traditional design of parallel computers and languages usually

suffers from heavy supervisory overhead incurred by synchronisation,

cmmunication, and scheduling tasks, which severely hamper the

throughput rate which is critical to real-tin. signal processing.

lirthermore, additional restrictions Imposed by VLSI will render the

general purpose array processor very inefficient. We therefore restrict

ourselves to a special class of applications, i.e. recursive and local

data dependent algorithms, to confom with the constraints Imposed by

VLSI. however, this restriction incurs little loss of generality, as a

great majority of signal processing algorithus possess these properties.

One typical example is a class of matrix algorithms.

Very significantly, these algorithms involve repeated application of

relatively simple operations with regular localized data flow in a

homogeneous computing network. This leeds to an Important notion of

computational wavefront, which portrays the computation activities in a

manner resembling a wave propagation phenomenon. More precisely, the

recursive nature of the algorithm, in conjunction with the localised

data dependency, points to a continuously advancing wave of data and

computational activity.

The wavefront concept, provides a firm theoretical foundation for the

design of highly parallel array processors and concurrent languages.

oreover, this concept appears to have some distinct advantages.

Firstly, the wavefront notion drastically reduces the complexity in

' . ',5 * *, . , - * . ,- , . * . - . 5- . .5 . - - . . . . . . . .5
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the description of parallel algorithms. The mechanism provided for this
.. description is a special purpose, wavefront-oriented language. Bather

than requiring a program for each processor in the array, this language

allows the programmer to address an entire front of processors.

Secondly, the wavefront notion leads to a wavefront- based

architecture that conforms with the constraints of VLSI, and supports a

major class of signal processing algorithms. A a consequence of

Huygen's principle, wavefronts should never intersect. With a vavefront

architecture that provides asynchronous waiting capability, this

principle is preserved. Therefore, the wavefront approach can cope with

timing uncertainties, such as local clocking, random delay in

communications and fluctuations of computing-times. In short, there is

no need for global synchronisation.

Thirdly, the wavefront notion is applicable to all VLSI signal

processing algorithms that possess locality and rocursivity, and hence,

has nimerous applications.

The integration of the wavofront concept, the wavefront language and

the wavefront architecture leads to a programablo computing network,

which we will call the VATWPONT AR PROCESSODR (VRP).The VR isin a

sensean optimal tradeoff between the globally synchronised and

dedicated systolic array (that works on a similar not of algoritbus),

and the general-purpose data-flow multiprocessora. It provides a

powerful tool for the high speed execution of a large class of

algorithms which have widespread applications. The applications are

very broad Including PD solver, D, linear syetes solvers, sorting

-'.- ., ' •.-'- ... .. ... . . . , , '" -."" .- • - . . --, -- ." .' . ;. ., .. .. . -- , , ,,, .,,
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and serhn routines.

there exist two approaches approaches to progrmming the WAP: a

local approach, describing the actions of each processing elment, and a

global approach, describing the actions of each wavefront. To allow the

user to program the WAP In both these fashions, two versions of OnF ore
proposed: global and local N)FL. A global VDYL program describes the

algorithm from the view-point of a wavefront, while a local flFLprogram.

describes the operations of an Individual processor. lore precisely,

the perspective of a global OnDhprogromer Is of one wavefront passing

across all the processors, while the perspective of a local DFL

programmer Is that of one processor encountering a series of wave fronts.

In summary, our contribution hinges upon the developent~ of a

wavefront-based language and architecture for a progromable special

purpose multiprocessor array. Based on the notion of computational

wavefront, the hardware of the processor array is designed to provide a

computing Wadlu that preserves the key properties of the wavefront. In

conjunction, a wavefront language (NDIL) Is introduced that drastically

reduce* the complexity of the description of parallel algorithms and

simulates the wavefront propagation across the computing netwrok.

* Together, the hardware and the language lead to a programmable Wavefront

Array Processor (WAP). The VA? blends the advantages of the dedicated

Mmstolic array and the general purpose Data-Flow machine and provides a

powerful tool for the high speed execution of a large class of matrix

operations and related algorithms which have widespread applications.
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'An to thg research front, it hinges upon a thorough, in-depth

understanding of mathematics and algorithm analysis. In addition to the

classical mathematical techniques such as Fourier transform, linear

dynamic systems, random process, etc. there arises a new signal

processing mathematics branch which can be grossly termed as modern

spectral analysis. fkplicitly or not,a large class of signal processing

applications have had extensive use of this analysis as a technical

basis. Therefore, our research effort aims at developing a theoretical

and algorithmic basis for modern spectral analysis methods and signal

processing applications.

2-1 Adaptive lotch Wiltering (USC [1-3])

Using a steady state frequency domain approach, a new method has been

developed for the retrieval of sinusoids/narrowband signals in additive

noise colored or white. The method suggested has been shown to require

maller filter length to produce unbiased estimates, compared to the

existing autoregressive method. Fbr its implementation, a pole-sero

filter where the feedback and feedforward coefficients are related

(constrained AMA), has been developed. A study of the performance and

inplementational aspects of the filter have been undertaken. The

details of this newly developed are discussed in the full report. Fbr a

stable implementation, parallel *nd cascade forms have been shown to be

useful. A parallel processing scheme developed shows great promise.

~~~~~~....... ,........... ......... .. .... ... . .......... " .i. i ".
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2.2 blationshius Datween Several Popular Methods for Spectral

Nbtimation and Aray Processing

It may seem too ambitious to compare all currently popular high-

resolution spectral estimation methods. However, from a different

perspective, Piarenko's method can be viewed an an extension of the MEN

method with the removal of the noise contribution. Therefore, an attempt

is being made at developing a unified framework for the spectral

analysis techniques. Moreover, the unification attempt is being extended

to the counterpart of spectral analysis in array processing application,

for which we are convinced that the general principles remain largely

applicable. We are currently looking into theoretical and computational

relevances between several recent array processing and spec trum

estimation methods.

2.3 7oeplitz Approximation Method (00C4l)

Recently, the study on approximation theory and its applications has

received considerable attention. In our work, a narroWband/sinueoidal

signal retrieval problem is formulated in terms of approximation of

Toeplits autocovariance matrix. A Tbeplitz approximation method based

on singular value decomposition is proposed and simulation results

indicate some Improvement over some previously proposed methods.

3 =INV 0 NS3ARC ACTEY TuB I! II. USC (A.LA vohuk. R.Chell•auii
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3.1 Parallel Algorithsn for Image Processing and Analysis

Our recent research at Image Processing Inatitute,USC, has been

concerned with parallel algorithms for Image processing and image

analysis. Most of the effort has been concerned with parallel

implementation of nonstationary adaptive Image restoration. Recursive

and non-recursive implementation of locally adaptive restoration has

been studied. These techniques estimate the local nonstationary mean

and variance of ideal scenes from degraded data. Most blurring

degradations are also highly local, so that local parallel processing

combined with the nonstationary image model data can be used to minimize

local mean-square erro (MSE) in a parallel fashion. We have shown that

local XSE is not a bad error criterion for Image processing, as opposed

to the usual global USE taken over the entire scene. Global USE often

does not correlate well with human observer judgments of image quality.

We have looked at the application of these techniques to systems with

coherent speckle noise, such as synthetic aperature (SAR) Imagery,

coherent sonar and acoustic Imaging. bth recursive (Ka2man-like) and

local sectioned parallel Implementations are being studied in detail.

In addition, we have began investigations on parallel feature extraction

for texture identification and texture segmentation.

3.2 Two Dimensional SMectral Etimation

To-dimensional spectral estimation Is of interest in image

restoration, filtering of SAE Images and texture classification. Our

recent research has been concerned with developing systematic methods

for 2-D spectral estimation from raw data using random field models. We

assume that the given finite data is represented by an appropriate

9I
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Gaussian Markov random field (KR?) model.

This assumption reduces the spectral estimation problem to that of

estimating the appropriate structure and the parmeters of the model.

I using specific finite toroidal lattice representations and Gaussian

maxin likelihood estimates ve have developed new 2-D spectral

estimates. It turns out that the NIP spectrum is also the maximum

likelihood spectru arising in frequency-wave nuber analysis.

Furthermore, the sample correlation values of the given observations in

an array N are in perfect agrement with the estimated theoretical

correlations in N obtained by Pburier inverting the REF spectrum.

Thus the NOP spectrun developed by us converges to tm 2-D maximum

entropy spectral estimate asymptotically. Qrrently we have begun

investigations on parallel Implementation of the algorithms for 2-D

spectral estimation.

In addition, ve are also investigating the use of another class of

random field models known as spatial autoregressive models which are

white noise driven non causal models for spectral estimation.

4 PARALLIL PBC3BMNG TM US 10R SKNMIU C

PDCU8E (J.Nendel ,J.Doutsias)

bceause of the large volume of information involved in the simulation

and processing of seimic data, and the mount of processing required,

parallel techniques have begun to be studied. the recent developent of

VLE systems and the growing sophestioation in the design of array

processors xan lead to the effecient simulation of large seimic models.

fVe are examining eme possible parallel processing techniques for the

10
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,. oputation of the output of a horizontally stratified, non absorbtive

sodium in which there are vertically travelling plane compressional

waves.

This task has just been started and we intend to look at different

parallel structures for generating synthetic seimogrms.

11
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